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Abstract. The article discusses pair models of agents’ behavior in a conflict. Each agent has one of three possible behavioral types: deviating, compromise and coercing. A behavioral type determines an agent’s nature and specifies agent’s reaction that should be expected in response to specific actions. The authors select the need to share limited resources as the main cause of a conflict in simulation. The agents need resources to implement assigned tasks and to exist themselves. It is determined that in a conflict situation each agent tries to obtain more resources, than its opponent at the moment. The value of this commitment depends on an agent’s behavioral type. The article identifies the technique of selecting the best behavioral model. It also proposes the measures to resolve conflict between agents. The authors applied the basic concepts of fuzzy logic in simulation.
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The authors have already discussed the problem of interaction between agents in a multi-agent system (MAS) in [1–3]. They have also considered the models of agents’ goal-seeking behavior and analyzed the impact of these models on system stability. The value of agents’ winning depends on the behavior model which is chosen by an agent. Special attention is paid to the interaction model of agents in conflict. The conflict between agents is interpreted as a contest in which agents seek to achieve mutually exclusive statuses: each of them wants something that only one of them can receive [1]. The main causes of conflicts are: limited shared resources that agents have to share among themselves; the differences of agents’ interests, goals and beliefs, behavioral patterns caused by behavioral types [4]; differences in the number and complexity of tasks assigned to agents. At the same time each agent owns a certain behavioral type \( r, r \in R \), that reflects agent’s preferences. A behavioral type is a value of an agent’s state when performing a specific task; \( R \) is a set of possible preferences of an agent. In [5] the authors introduced the following semantic rules: the agent is deviating if \( r \in [0, 0.5) \); the agent is called compromise (collaborating) if \( r \in [0.5, 0.8] \) and the agent is coercive if \( r \in (0.8, 1) \). According to the results of the study, compromise agents are ready to make concessions when sharing resources and tend to avoid conflict situations. Coercing agents usually seek to capture as many resources from other agents as possible. Deviating agents are characterized by the fact that the agent relies only on himself and prefers avoiding any interactions with other agents. Nevertheless, conflicts are inevitable when a problem is solved by two or more agents. Typically, the initiators of a conflict are coercing agents, but in some cases the agents of other behavioral types can also trigger a conflict. A conflict situation can arise even when there is only one agent when he starts having some doubts about the correctness of actions and behavior in different operation conditions. Then the subject of research is an intrapersonal conflict [6]. Utopia is the idea of the possibility of achieving an absolutely peaceful state in MAS, when agents interact in harmony with each other and with themselves. As a rule, the efforts for total elimination of conflicts do not lead to a positive result. It should be noted, that in addition to a destructive function conflicts can have a positive impact: different points of view are identified, we may receive additional information, etc. [7]. So the focus should be on the control and management of conflicts in MAS.

Problem statement

When constructing a behavioral model of two agents in a conflict, the authors took into account the following considerations:

- each agent in MAS is seeking to increase his resource potential within his capabilities, even if he is not a rival for other agents. This desire is dictated by the logic: no resources no life;
- a conflict can occur between agents of the same behavioral type, as well as between agents of different types;
- each agent in the conflict will seek to increase his resources depending on the resources of other agent;
- the rates of increasing resources constrain the limitation of their total number, costs of available resources for new resources (the costs to support agent’s activity) and “fatigue” of agents due to the struggle for resources;
- environment may affect the change of agent’s resource potential regardless its behavioral type. For example, some agents may share their resources with this agent, while others, on the contrary, take aggressive actions.

A agents’ behavioral model in conflict situations is a dynamic model with a discrete time \( t, t = 0, T \), where
$T$ is a completion moment of resource distribution.

Simulation uses the following notations:
- $R_i^r$, $R_i^l$ are resource availability levels of agents $i$ and $j$ in moment of time $t$, $0 \leq R_i^r, R_i^l < 1$ respectively;
- $\eta_i^r$, $\eta_i^l$ are reaction coefficients of the agents $i$ and $j$ on the acquisition of part of resources by an opponent $0 < \eta_i^r < R_i^r$, $0 < \eta_i^l < R_i^l$ respectively;
- $\lambda_i^r$, $\lambda_i^l$ are the coefficients expressing “fatigue” of relevant agents from the struggle for resources in conflict, $0 < \lambda_i^r < R_i^r$, $0 < \lambda_i^l < R_i^l$;
- $\chi_i^r$, $\chi_i^l$ are the coefficients expressing that agents realize the needed in resources, a level of “maturity instinct” in resource potential capacity, $0 < \chi_i^r, \chi_i^l < 1$;
- $\varepsilon_i^r$, $\varepsilon_i^l$ are random components that are associated with environmental influence on agents’ activities, $-1 < \varepsilon_i^r, \varepsilon_i^l < 1$. The closer their values to $(-1)$, the more hostile the environment. Positive values indicate the benevolence of the environment. A zero value indicates a neutral environment.

$R_{\text{total}}^r$ is a total volume of resources in the system at the moment of time $t$ determined by the formula:

$$R_{\text{total}}^r = R_{\text{total}}^r - (R_i^r + R_i^l),$$

$$t = 0, T, R_{\text{total}}^r = 1. \tag{1}$$

Thus, the model of the behavior of two agents in a conflict can be represented as:

$$R_i^r = \eta_i^r \cdot R_i^l - \lambda_i^r \cdot R_i^r + \chi_i^r \cdot R_{\text{total}} + \varepsilon_i^r,$$

$$R_i^l = \eta_i^l \cdot R_i^r - \lambda_i^l \cdot R_i^l + \chi_i^l \cdot R_{\text{total}} + \varepsilon_i^l,$$

$$t = 0, T. \tag{2}$$

Values $\eta_i^r$, $\eta_i^l$, $\lambda_i^r$, $\lambda_i^l$, $\chi_i^r$, $\chi_i^l$ depend on the behavioral type and agents and are calculated:

$$\eta_i^r = \frac{k_i(r)}{R_i^r / R_i^l}, \quad \eta_i^l = \frac{k_i(l)}{R_i^l / R_i^r}, \tag{3}$$

where $k_i(r)$, $k_i(l)$ are constants that are determined by a psycho-behavioral type of a corresponding agent. They show the agent’s desire to join the fight for the right to possess resources:

$$\lambda_i^r = \frac{k_i(r)}{R_i^r}, \quad \lambda_i^l = \frac{k_i(r)}{R_i^l}, \tag{4}$$

where $k_i(r)$, $k_i(l)$ are constants which depend on a behavioral type of an agent. It is determined empirically that agents prone to evasion and competition (aggression) spend more energy than compromise agents since the latter receive additional energy from positive emotions that arise from resolving a conflict through compromise [8]. Such agent will always receive at least a part of a planned winning, but it’s better than nothing.

$$\chi_i^r = 1 - \left(\frac{R_i^\text{total} - (R_i^r + R_i^l)}{k_i(r)}\right),$$

$$\chi_i^l = 1 - \left(\frac{R_i^\text{total} - (R_i^r + R_i^l)}{k_i(l)}\right), \tag{5}$$

where $k_i(r)$, $k_i(l)$ are constants calculated as an average agent type (or average condition), i.e. $k_i(r) = \tau_r$, $k_i(l) = \tau_l$.

The resource allocation process ends with the following situation:

$$R_i^r + R_i^l \geq R_{\text{total}}^r. \tag{6}$$

The task is to analyze six pairwise interaction models of agents in a conflict. It is necessary for obtaining answers to the following questions:
- how much the resource distribution depends on a psycho-behavioral type of an agent and when the distribution is faster;
- how allocation of resources changes depending on a resource volume at the initial stage;
- what are resource allocation rates when reducing the overall level of resources $R_{\text{total}}^r$;
- which interaction model is the most optimal for given initial conditions, i.e. allows allocating the resource $R_{\text{total}}^r$ fully in a reasonable time?

**The simulation algorithm**

Construction of behavioral models of heterogeneous agents in a conflict includes several stages:
- analysis of psycho-behavioral types of interacting agents and determining the values of the coefficients $k_i(r)$, $k_i(l)$, $k_i(r)$, $k_i(l)$; $k_i(r)$, $k_i(l)$.

It is shown in table 1:
- determining the values $R_i^r$, $R_i^l$, $R_{\text{total}}^r$, $\varepsilon_i^r$ and $\varepsilon_i^l$;
- calculating the values $\eta_i^r$, $\eta_i^l$, $\lambda_i^r$, $\lambda_i^l$, $\chi_i^r$, $\chi_i^l$ when $t = 0, T$ using the formulas (3)–(5);
- calculating the values $R_i^r$, $R_i^l$, using formulas (2) and defining the balance of resources $R_{\text{total}}^r$ by the formula (1);
- testing the condition (6); if it is fulfilled, the process stops;
- calculating a cumulative summary of the distribution by the formulas:

$$\text{cum} R_i^r = \sum_{j=0}^{t} R_i^r, \quad \text{cum} R_i^l = \sum_{j=0}^{t} R_i^l,$$

$$\text{cum} R_{\text{total}}^r = \text{cum} R_i^r + \text{cum} R_i^l. \tag{7}$$

- forming the final tables – table 2 and table 3;
- conclusions and suggestions based on the simulation results;
- numerical experiments with changing source data;
- analysis of the results of the experiments and general conclusions.

Modeling is possible in any software environment that supports drawing up charts and graphs and allows performing mathematical calculations. The authors have chosen MS Excel 2013 for its simplicity and clarity.

**Demo**

According to the abovementioned algorithm, we have determined the following values of the coefficients \( k_1(r_i), k_1(r_j), k_2(r_i), k_2(r_j), k_3(r_i), k_3(r_j) \) for the listed psycho-behavioral types of agents.

**Table 1**

<table>
<thead>
<tr>
<th>Agent type</th>
<th>Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deviating</td>
<td>1.0 0.50 0.25</td>
</tr>
<tr>
<td>Compromise</td>
<td>1.0 0.35 0.65</td>
</tr>
<tr>
<td>Coercing</td>
<td>1.5 0.50 0.90</td>
</tr>
</tbody>
</table>

Let \( T=5, \quad R_0^\text{final} = 1, \quad R_0^i = 0.01, \quad R_0^j = 0.01, \quad c_0^i = 0 \) and \( c_0^j = 0 \), i.e.:
- at the zero phase there is 100 % resource that should be distributed in five iterations;
- each agent at the zero stage is assigned to 1 % of resource;
- the influence of external factors is absent, i.e. no one helps agents, but no one interferes with them.

In addition, we consider a situation when the resource is not replenished. It is believed that a given quantity of a resource should be enough for the task.

As a rule, the conflict intensifies in terms of nonrenewable resources. Therefore, one of the measures allowing minimizing a conflict between agents is the replenishment of resources. However, from the economic point of view, such event is not always possible.

Stages 3, 4 and 6 of the algorithm involve the formation of calculated tables and graphs with cumulative results (fig. 1 and fig. 2). The highest point on each chart indicates the full allocation of resources with creation of a specific deficit in virtue of the conflict. So at the end of the distribution we may take the previous step.

In figure 1a) illustrates the interaction of deviating agents, in figure 1b) illustrates the interaction of agents of a compromise type and in figure 1c) illustrates the behavior when dividing the resource between coercing type agents.

As it can be seen from figure 1, the behavior of compromise type agents is the most similar to the resource allocation condition. At the fourth iteration, they still have 37 % unallocated resource. When maintaining a conflict at the fifth iteration they have a resource shortage of 26 %. Therefore, even agents of a compromise type are not able to act effectively in the context of a conflict.

Figure 2d) shows the behavior of deviating agents (agent \( i \) resource level) and compromise agents (agent \( j \) resource level) types. Figure 2e) shows the interaction of deviating agents (agent \( i \) resource level) and coercive agents (agent \( j \) resource level). Figure 2f) shows the interaction of compromise agents (agent \( i \) resource level) and coercive agents (agent \( j \) resource level).

From the presented behavior models in figure 2 the best model is 2f).

Table 2 provides the information about which step ends the allocation of resources between agents resulting from the condition (6).

**Fig. 1. Distribution curves of same type agents’ resource**

**Fig. 2. Distribution curves of resource of different type agents**
The results of time distribution

<table>
<thead>
<tr>
<th>Types of agents</th>
<th>Deviating</th>
<th>Compromise</th>
<th>Coercing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deviating</td>
<td>7; 1a)</td>
<td>4; 2d)</td>
<td>3; 2e)</td>
</tr>
<tr>
<td>Compromise</td>
<td>4; 2d)</td>
<td>3; 1b)</td>
<td>4; 2f)</td>
</tr>
<tr>
<td>Coercing</td>
<td>3; 2e)</td>
<td>4; 2f)</td>
<td>2; 1c)</td>
</tr>
</tbody>
</table>

Table 2 shows that resource allocation time, that most closely matches the specified condition $T=5$, is equal to four iterations. It is typical for models of the interaction “Deviating ↔ Compromise” (2d) and “Compromise ↔ Coercing” (2f). Thus, we confirm a hypothesis about a constructive side of a conflict: negotiation between agents of different types, one of which is compromise, extend the field of agents’ activity; give them the opportunity to negotiate and to come closer to fulfilling these conditions. All other models of interaction are recognized as ineffective. In models 1b), 2e) and 1c) the distribution of resource occurs too quickly and the agents “don’t realize” the essence of the task because of confrontation. In the model 1a) the resource is distributed too slowly, so performing tasks by such agents is delayed.

Table 3 shows how much resource is left unallocated at the moment $T$.

<table>
<thead>
<tr>
<th>Types of agents</th>
<th>Deviating</th>
<th>Compromise</th>
<th>Coercing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deviating</td>
<td>0,26; 1a)</td>
<td>0,35; 2d)</td>
<td>0,52; 2e)</td>
</tr>
<tr>
<td>Compromise</td>
<td>0,35; 2d)</td>
<td>0,37; 1b)</td>
<td>0,07; 2f)</td>
</tr>
<tr>
<td>Coercing</td>
<td>0,52; 2e)</td>
<td>0,07; 2f)</td>
<td>0,64; 1c)</td>
</tr>
</tbody>
</table>

The best distribution score is obtained in the model 2f), since it has only 7% of unallocated resource on the fifth iteration of the distribution. The remaining values show that agents need to change their strategy of behavior, otherwise they will experience a significant resource shortage that will not allow them to complete the task in the allotted time. Although the model 2f) is the most effective among all presented models, it is also not perfect.

To change the strategy of agents’ behavior and minimize a conflict we can use the following activities:
- if possible, to ensure reserve replenishment;
- assisting agents from the outside, for example, providing opportunities for other agents to share their resources with the considered agents;
- selecting agents that can effectively express themselves working in pairs despite the possibility of conflict between them.

For example, under the same conditions assisting the $i$-th agent only in the first iteration as $\varepsilon_i = 0,01$ (fig. 3а) allows a full distribution of the resource (100 %), but for 8 iterations.

Now 3d) model is the best, when the assistance is provided for a deviating agent. The assistance for a compromise-type agent in model 3f) causes negative emotions from a coercing-type agent, which only worsens a conflict.

Further numerical experiments showed that it is important to be attentive to the initial distribution of resources between agents and before assisting any of them to analyze the need for this. It is possible that the result will be like: “We wished our best, you know the rest!”

Additionally, we analyze the dependence of agents’ “fatigue” from their psycho-behavioral type, i.e. we check the fulfillment of the condition (8):

$$\lambda_i^j \eta_i^j > \eta_i^j \eta_i^j,$$

where $\lambda_i^j$ is an assessment of agents’ “fatigue” from conflict; $\eta_i^j$ is evaluation of agents’ reaction to the actions of each other.

Fig. 3. Changes in agents’ behavior when providing a one-time assistance to the $i$-th agent
The period of operation of the following inequality (8) shows the active phase of the conflict. In figure 4 shows the active phases of the conflict between agents in all considered models.

The graphs in figure 4 correspond to agents’ behavior during sharing of resources presented in figure 1 and figure 2. It is obvious that coercing agents experience the greatest “fatigue” (fig. 4c), and deviating agents experience the lowest “fatigue” (fig. 4a). Other behavioral models are characterized by negotiation, so the peak of “fatigue” is about on the same level.

Figure 3 presents the models with little changes in the graphs of this dependence (fig. 5).

Now we can see the least “fatigue” in models a) and d). Based on the simulation results above, when assisting the deviating agent in the amount of 1 % on the first iteration, the model d) is recognized as the best.

**Conclusion**

Since this study considers an agent as an intelligent anthropomorphic entity characterized by mental properties, the description of pair models of agents’ behavior in conflict is based on the hypothesis of the implementation of agents behavior proposed by American scientists K. Thomas and R. Kilmann [9, 10]. They identified five main styles of behavior in a conflict situation: adaptation (pliability), deviation, competition (rivalry), cooperation and compromise. Thus, classification features are: the degree of implementation of agent’s own interests and achieving their goals; the degree in which they consider the interests of the opponent. Deviation and pliability strategies are peculiar to deviating agents. Compromise agents can follow the adaptation strategy, as well as and the compromise strategy. Coercing agents typically choose the strategy of confrontation. The simulation results show that both agents can win with only one strategy. It is cooperation.
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Модели поведения разнотипных агентов в условиях конфликта и алгоритмы их реализации
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В статье рассматриваются парные модели поведения агентов в условиях конфликта, каждый из которых обладает одним из трех возможных поведенческих типов: уклоняющийся, компромиссный и принуждающий. Поведенческий тип определяет характер агента и указывает, какой реакции от агента следует ожидать в ответ на конкретные действия. В качестве основной причины конфликта при моделировании выбрана необходимость делить ограниченный объем ресурсов. Ресурсы необходимы для выполнения агентами поставленных задач и самого существования агентов. Установлено, что в ситуации конфликта каждый агент стремится получить большее количество ресурсов, чем есть в данный момент у соперника. Величина этого стремления зависит от поведенческого типа агента. В работе определена метрика выбора лучшей модели поведения, а также предложены мероприятия по устранению конфликтной ситуации между агентами. При моделировании были применены основные постулаты нечеткой логики.

Ключевые слова: межагентный конфликт, поведенческий тип, нечеткая логика, модель поведения, уровень ресурсной обеспеченности.
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